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In this paper we explore the use of Augmented Reality as a means to provide more widespread and equitable 

access to art venues and artworks, in particular for people with low vision. We investigate how people with 

low vision frame, access and interact with artworks in Augmented Reality, using a mobile app specifically 

designed for accessible and inclusive museum visits. Through a user study with 10 participants in real museum 

settings, we explore the specific challenges related to the accessibility of different artwork types: a medium 

size painting, a large tapestry, a statue, and a historical keyboard instrument. Results show that participants 

were able to access all artworks through an Augmented Reality mobile app running on the user’s own device. 

The system is also perceived as useful and usable. Additionally, we uncover human and environment factors 

that influence the way users access different artwork types, in particular considering Augmented Reality 

interactions. 
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1 Introduction 

People who are blind or have Low Vision 

1 (LV) are interested in enjoying products of culture 

( e.g. , literature, artworks) and accessing places of cultural interests ( e.g. , historical sites, art venues, 

galleries and museums) [ 9 , 18 , 33 , 34 ]. The need for equitable access to products of culture and 

places of cultural interest by people with disabilities is also recognized as a right in many countries, 

including Article 30 of the United Nations Convention on the Rights of People with Disabilities [ 84 ]. 

In this paper, we address the problem of equitable access to artworks by people with LV. Specif- 

ically, we explore Augmented Reality (AR), as a possible solution to achieve inclusive access to 

artworks for people with LV. In this context, one prior work proposes Musa [ 3 ], an AR mobile 

application designed to recognize artworks framed by the device camera and provide interactive 

audio-visual descriptions of those artworks, aimed at making the museum experience more acces- 

sible and engaging also to people with LV. Results of a preliminary study conducted with seven
1 People with LV have residual vision but their vision loss cannot be improved by standard treatments [ 70 ].
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representative participants show that AR applications like Musa are more effective than traditional 

audio guides in supporting people with LV for accessing and appreciating artworks. However, this 

evaluation was conducted in a simulated scenario and not during an actual museum visit. Hence, it 

did not provide evidence of the applicability of the approach in a real-world museum. Furthermore, 

Musa was designed to recognize average-size bi-dimensional artworks ( e.g. , paintings) only. AR 

exploration of other artworks frequently exhibited in museums, such as large-size bi-dimensional 

ones ( e.g. , tapestries), as well as 3D objects ( e.g. , statues) [ 33 , 35 , 45 ] were not addressed in this 

previous work. 

To address these limitations, we conduct a new user study with ten LV participants, with the goal 

of assessing the applicability of AR access to artworks of different types in a real-world museum 

scenario. We analyze the interaction between visitors with LV, the system, and different artwork 

types, with the aim of identifying factors which affect the use of an AR system designed for artwork 

accessibility by people with LV in art venues. In particular, we tackle the following new research 

questions: 

Rq1 How effective, useful, and easy to use is an AR-based approach in supporting people with LV 

with artwork exploration in a real museum environment? 

Rq2 Which specific challenges emerge when framing, visualizing and interacting with various 

artwork formats, including large 2D artworks or 3D objects such as statues? 

This paper contributes to the state of the art by showing advantages and limitations of the use of 

AR to support museum exploration by visitors with LV. In particular, results show that a mobile 

AR app like Musa allows independent access to artworks and is therefore perceived as useful by 

people with LV. The app usability was evaluated positively by the participants as well, and the AR 

functionalities for framing, visualizing, and interacting with artworks, were found to be useful 

and easy to use. Still, some challenges emerged for specific types of artworks and situations. In 

particular, 3D artworks lacking salient visual features were harder to frame from different sides 

and to interact with using the touchscreen. Another issue, which impacted 3D artworks reflecting 

light, was that the clarity of the overlay AR elements in presence of light glare. Also, large 2D 

artworks with many elements took more time to explore than the other artworks, but this did not 

negatively impact the exploration experience. Unexpectedly, synthetic speech was preferred to 

audio recordings because it allowed to customize the speech rate according to the user needs, thus 

resulting in a lower perceived fatigue. 

2 Related Work 

Section 2.1 reports prior work on artwork accessibility for blind and LV people. Section 2.2 explores 

AR accessibility and its use for assistive technologies, in particular for LV people. Section 2.3 

describes prior work on Musa . 

2.1 Artwork Accessibility 

Blind and LV people are interested in visiting art venues and appreciating artworks [ 9 , 18 , 34 ], 

despite the many accessibility barriers [ 85 , 87 ]. Four key challenges that impede equitable access 

to art venues and artworks by blind and LV people were previously identified [ 33 ]: retrieving 

information on art venues, accessing art venues, obtaining support from art venue staff, and 

accessing visual artworks. In this paper we focus on the last challenge. Thus, in the following, we 

only address the relevant literature for this specific problem. 

Tactile representations are one of the main solutions for visual artwork accessibility. While 

extensively studied in prior research [ 6 , 8 , 37 , 45 , 71 ], they are usually available for few selected 

artworks only [ 33 ], as they are hard to design [ 19 ], create [ 66 , 76 ] and maintain [ 61 ]. They are also 
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mostly aimed at blind people, while being less accessible to people with LV who are not acquainted 

with tactile representations [ 35 ] and braille labels [ 88 ]. 

Audio guides [ 23 , 30 , 75 , 77 ] are available in most museums. However, they are designed for 

sighted users and mostly provide a historical and artistic perspective rather than a morphological 

one [ 61 , 75 , 77 ]. As a result, they can be difficult to access and are not effective for blind and 

LV people [ 8 ]. Descriptions specifically designed for blind and LV people exist [ 1 , 11 ], but they 

are rarely available and included in audio guides. Instead, they are commonly adopted during 

specialized tours that focus on the needs of blind and LV visitors [ 13 , 54 ]. However, these tours are 

rarely inclusive to other art venue visitors [ 9 ] and only involve a few selected artworks [ 9 , 87 ]. 

Remote approaches such as online artwork descriptions [ 53 ] are also appreciated, in particular 

by users with residual vision or acquired blindness [ 57 ]. Home-printed audio-tactile represen- 

tations [ 2 , 38 , 68 ], and audio-touchscreen exploration [ 4 , 50 ] have also been proposed. Virtual 

tours are becoming popular as well [ 25 , 37 ], in particular following the COVID pandemic [ 20 ]. 

However, these remote approaches lack the social aspect of art venue visits and direct interaction 

with artworks is absent [ 16 , 20 , 44 ]. In this context, Musa [ 3 ] is a solution for visual artwork 

accessibility that overcomes the limitations of prior approaches. Indeed, it uses morphological 

artwork descriptions [ 1 ], presented through AR interaction [ 48 ] to provide immersive and accessible 

experiences. 

2.2 Augmented Reality for People with LV 

AR is broadly defined as the augmentation of natural feedback with simulated cues [ 63 ]. Most 

often, AR is visual [ 69 ], but other senses may be used as well [ 59 ]. For blind and LV people, two 

research aspects related to AR can be identified: the accessibility of AR (Section 2.2.1 ) and the use 

of AR to create assistive technologies (Section 2.2.2 ). Musa relates to both these aspects as it is a 

novel assistive technology in AR and also proposes accessible AR visualizations and interactions 

for users with LV. 

2.2.1 AR Accessibility for People with LV. AR content is often purely visual and has poor accessibility 

for blind and LV users [ 67 ]. Despite this limitation, prior literature reports the desire of people with 

LV to access AR using their residual vision [ 52 ]. Similar to Virtual Reality (VR) [ 65 ], presentation 

and interaction with virtual content are two key challenges for AR accessibility [ 24 ]. Additionally, 

in AR there is also the need to make the scanning of real world elements accessible [ 36 ]. For 

people with LV, being able to perceive a virtual element or text can depend on its position, size, 

color, contrast, and font [ 93 ]. These aspects can be improved using visual correction. For example, 

by adapting luminosity and contrast, using magnification, highlighting edges, or repositioning 

parts of the scene [ 92 ]. For people with severe LV or blindness, it is also possible to access the 

scene elements using a screen reader-based approach [ 36 ]: the virtual elements in the scene can be 

announced when framed with the camera, or they can be selected from a list to receive instructions 

on how to turn around to frame them. 

AR interaction in Musa is based on these findings. Specifically, artwork audio descriptions are 

associated to visual highlighting of the described elements [ 36 ]. Similarly, artwork elements on 

the touchscreen are highlighted when the user interacts with them. In this work, since Musa is 

extended to support 3D artworks, specific challenges related to AR interactions with 3D objects are 

examined ( Rq2 ). Finally, one improvement to Musa used in our experiments is a customizable filter 

that allows adapting luminosity, contrast and saturation of the artworks [ 92 ]. 

2.2.2 Assistive Technologies for People with LV Using AR. Various AR applications have been pro- 

posed to support people with LV. Some are tools that aim to mitigate vision problems using headsets 

or smart glasses [ 42 , 92 ]. Among these, some improve visual acuity through magnification [ 31 , 80 ], 
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contrast [ 39 ] or edge enhancement [ 40 ], while others correct field of view defects by remapping 

the scene onto the usable portion of the view area [ 78 , 82 ]. 

Other works focus on mobility assistance, using visual [ 64 , 93 ] or audio [ 46 , 89 ] guidance. In 

particular, visual AR guidance was shown to be more accurate than audio guidance for people with 

LV, with also a lower perceived cognitive load [ 94 ]. AR obstacle avoidance systems have also been 

investigated, using sonification [ 73 ], or visual feedback [ 26 ]. Some approaches specifically cater 

to different visual impairments, such as tunnel vision [ 86 ], retinitis pigmentosa [ 7 ] or peripheral 

vision loss [ 90 ], reducing collisions up to 50%. 

Finally, some solutions process the scene to extract high-level knowledge and provide it in AR. 

For example, some solutions detect and read text present in the scene [ 39 ], others segment and 

highlight nearby objects [ 49 , 91 ], and some recognize and convey facial expressions of nearby 

people [ 51 ]. Interaction assistance can also be provided to identify objects [ 22 ] or guide the user to 

reach them [ 5 , 83 ]. In this context, Musa advances the state of the art by providing AR support to 

blind and LV people for accessing visual artworks present in the scene. 

2.3 Musa 

Musa [ 3 ] is an iOS app, designed to support users with LV in accessing and appreciating artworks. 

When the app starts, the user can select a museum from those supported by the system (Figure 1a ) 

to display its information and a list of available artworks. The user can scan the environment with 

the device camera to detect the supported artworks and access their descriptions. Morphological 

artwork descriptions, created with the DescriVedendo methodology [ 1 ], are read using speech 

synthesis or a human-recorded version is played, if available. The descriptions are partitioned into 

chapters , each describing one artwork area. While the description is read, the corresponding area 

is contoured on the screen through AR overlays (Figure 1c ). The user can also tap an area of the 

displayed artwork to play the associated chapter. A similar interaction was previously proposed for 

web-based access to artwork images [ 4 ]. Alternatively, the user can select an artwork from the list. 

In this case, instead of localizing the artwork with the camera, its image is displayed on the screen 

(Figure 1d ), and can be accessed in the same way as the AR exploration described above. Musa is 

compatible with various accessibility tools, including screen reader, magnifier, and enlarged fonts.

(a) Museum selection (b) Artwork selection (c) Audio player - AR (d) Text mode - virtual (e) Filter settings 

Fig. 1. Screens of the Musa app 
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Musa was evaluated through a preliminary study with 7 LV participants, conducted in a simulated 

scenario during which the participants accessed one image of a medium-sized painting shown on 

an external screen. The evaluation compared Musa to an audio guide baseline, showing that Musa 

was considered more useful and effective. This paper extends the work presented in [ 3 ] along two 

main directions. First, we investigate the validity of the approach in a real-world scenario, thus 

clarifying how real-world usage would influence the usage and appreciation of the system ( Rq1 ). 

Second, this paper evaluates Musa with different types of artworks, including large 2D artworks 

and 3D objects, which are common in art venues but rarely accessible to people with LV [ 33 , 35 , 45 ], 

thus identifying specific challenges that may emerge for these artwork types ( Rq2 ). 

3 Evaluation 

Through a within-subject study with ten participants with LV, we evaluated the effectiveness and 

appreciation of the Musa system ( Rq1 ) for accessing different kinds of 2D artworks, including large- 

sized ones, as well as 3D artworks ( Rq2 ) in a real-world museum setting. The study was approved 

by our institution’s ethics committee. It lasted about one hour and a half for each participant and 

was supervised by one researcher. 

3.1 Evaluation Setting and Stimuli 

The study was conducted, during opening times, in two museums located in Milan, Italy: Castello 

Sforzesco 

2 and Pinacoteca di Brera 

3 . These museums were chosen because they contain various 2D 

and 3D artworks for which DescriVedendo descriptions are available. We selected four different 

artwork types, with various sizes and shapes, that would require the users to position themselves in 

various ways to frame and interact with them using Musa . The first artwork was from Pinacoteca 

di Brera while the other three were from Castello Sforzesco: 

• “Lo Sposalizio della Vergine” - “ Marriage 

4 of the Virgin” (Figure 2a [ 74 ]) is a painting by 

Raphael. It is placed in a corridor 5 m wide and its dimensions (width 1 . 86 m, height 2 . 34 m) 

are comparable to “Cena in Emmaus” - “Supper at Emmaus” (width 1 . 41 m, height 1 . 962 m), 

which was used in the previous study [ 3 ]. 

• “Il Virginale Ruckers” - “The Ruckers Virginal ” (Figure 2b [ 41 ]) is a laquered wooden keyboard 

instrument with a painting decoration on its lid. This 3D artwork (width 4 . 92 m, depth 1 . 708 m, 

height 2 . 52 m) can be observed standing in front of it in a long corridor about 4 m large; 

• “L’Arazzo del Mese di Maggio” - “May Tapestry ” (Figure 2c [ 14 ]) is a large tapestry (width 

4 . 75 m, height 4 . 96 m), one of the twelve “Trivulzio Tapestries” corresponding to the months 

of the year. It is placed on the middle of the long side of a room 15 m large and 20 m long, and 

can be observed from various positions; 

• “La Pietà Rondanini” - “Rondanini Pietà ” (Figure 2d [ 62 ]) is an unfinished white marble 

sculpture made by Michelangelo. The statue, 1 . 95 m high, is placed on a plinth (width 2 m, 

depth 3 m, height 1 m), on a 3 m wide platform in the center of a large hall. Thus, it can be 

observed from all the sides; 

3.2 Apparatus 

Participants accessed the artworks using Musa running on an iPhone 12 Pro device provided by the 

supervisor. Audio feedback was conveyed through smartphone loudspeakers at a low volume to 

avoid disturbing other visitors but still allowing the researcher to relate participants’ behavior to

2 https://www.milanocastello.it/en 

3 https://pinacotecabrera.org/ 

4 We refer to the artworks using the term in bold 
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(a) Marriage of the Virgin (b) The Ruckers Virginal (c) May Tapestry (d) Rondanini Pietà 

Fig. 2. Artworks used in the study 

their interaction with the system. Besides Pietà , which had voiced audio descriptions, the other 

artworks had speech-synthesized audio descriptions. 

Since we were interested in understanding how AR-based access to artworks applies to artwork 

types different than medium-sized paintings, our experimental apparatus extends the original Musa 

system [ 3 ] to support the recognition of 3D artworks as well. Technical extension of the Musa 

system capabilities is outside of the scope of this work. However, for clarity, we add details about 

how the system was extended in Appendix A . 

We also introduce two additional improvements, motivated by the prior results [ 3 ]. First, the new 

app provides customizable visual filters for the displayed artworks. Specifically, the user can tune 

luminosity, contrast, saturation, and exposure (Figure 1e ). This improvement was directly requested 

by the participants of the prior study [ 3 ], and it is similar to one of the AR accessibility tools 

proposed in [ 92 ]. The functionality replaces the negative color filter that was present in the older 

version, which was not considered to be useful by the participants. The second improvement is the 

possibility to display artwork descriptions as text, instead of having them read aloud (Figure 1d ). 

This functionality is aimed at users who can use their residual vision to read text displayed on the 

screen and prefer accessing information this way, rather than listening to audio descriptions [ 52 ]. 

3.3 Metrics and Data Analysis 

Participants’ interactions with Musa were automatically logged. In particular, the following metrics 

were collected: 

(1) The duration of the following activities: 

• Framing Time required for the system to recognize the artworks 

• Exploration Time dedicated to each artwork 

(2) The number of times that the following functionalities were used: 

• Player Interaction (play/pause description, previous/next chapter) 

• Touch Exploration of the artwork displayed on the screen 

• Visual Filters to change the aspect of the artwork on the screen 

• Text Descriptions coupled with audio descriptions of the artworks 

For each artwork we also asked an 8-item Likert-like scale [ 58 ] questionnaire. Since no standardized 

questionnaires exist on this topic, we designed a new one focusing on ease of use, usefulness and 

clarity of app functionalities (Figure 4 ). Answers ranged between 1 (very little) and 5 (very much). 

We analyzed whether these metrics varied significantly among different artworks ( Rq2 ) using 

Friedman’s test [ 28 ], with post-hoc pairwise comparisons using Conover procedure [ 21 ] adjusted by 
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Benjamini-Hochberg False Discovery Rate correction for multiple comparisons [ 15 ]. A significance 

threshold of U = . 05 was used. Effect sizes were reported using Kendall’s coefficient of concordance 

(Kendall’s W) [ 81 ]. 

A final questionnaire, including System Usability Scale (SUS) [ 17 ] and additional five-level Likert- 

like scale items, examined the general disposition of the participants with respect to the system. 

The answers were descriptively analyzed, and comparisons with benchmark values [ 56 ] in the case 

of SUS were performed. We also report relevant comments that were spontaneously provided by 

the participants during the study. 

3.4 Evaluation Protocol 

Participants are first briefed about the scope of the research and study tasks, and can ask questions 

about the study to the supervisor. After filing the consent form, participant’s demographic data is 

collected (Section 3.5 ). A brief training on a sample painting (“Il bacio” [ 3 , 27 ]) is conducted to 

acquaint the participant with Musa . The supervisor verifies that the participant has learned to use 

the system before proceeding to the next step. 

After the training, the participant is asked to access the four artworks using the system. The 

sequence in which the artworks are accessed could not be completely counter-balanced as Marriage 

is displayed in a different museum than the others. Therefore, this artwork was always accessed 

last, after a ten-minutes walk between museums. For each artwork, the task proceeds as follows: 

the supervisor accompanies the participant in the vicinity of the artwork; the participant scans the 

surroundings using the camera until the artwork is correctly framed and recognized by Musa ; the 

participant uses the system to explore the artwork and listen to its description. 

Once the participant finishes exploring an artwork, the supervisor administers the ease of 

use, clarity and usefulness questionnaire (Section 3.3 ). After visiting all the artworks, the final 

questionnaire is administered. Finally, the supervisor collects the participant’s comments and 

suggestions for improvement. 

3.5 Participants 

10 participants ( 3 female, 7 male) with LV were recruited through convenience sampling, involving 

associations of people with LV (Table 1 ). Participants had between 21 and 54 years of age. All had 

some residual vision, with visual acuity between 1 / 10 and 3 / 10 , and visual field between 10% and 

50% . % 1 , % 2 , % 5 had visual impairment since birth or first years of life, while others acquired it 

between 15 and 30 years of age. 

Table 1. Participants’ data (SR: Screen reader, LF: Large font, IC: Inverted color, GS: Grey scale, Z: Zoom)

P# Age Gen. Visual disability Museum visit Assistive
acuity field onset freq. support technology used

% 1 27 F 2/10 30% age 5 3/year friends, family SR LF GS Z
% 2 26 F 1/10 50% birth 1/year - SR LF IC GS Z
% 3 41 M 2/10 30% age 20 3/year friends LF Z
% 4 46 M 3/10 50% age 26 1/year - LF Z
% 5 38 M 2/10 30% birth 1/year friends SR LF GS Z
% 6 44 M 2/10 20% age 15 1/year friends SR LF Z
% 7 21 M 1/10 10% age 20 1/year friends, family SR LF Z
% 8 30 M 1/10 20% age 20 1/year friends SR LF IC Z
% 9 41 F 1/10 30% age 20 1/year friends, venue staff SR Z
% 10 54 M 1/10 20% age 30 1/year friends, family SR LF Z
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All participants reported to be experienced in operating a mobile device and used smartphones 

for more than 5 years ( 6 iOS and 4 Android). Mobile devices were mostly used with assistive 

technologies leveraging participants’ residual sight: all used magnification, 9 used large font, 2 

inverted color, and 2 grey scale. 8 participants used screen readers ( i.e. , TalkBack or VoiceOver). All 

visited museums or galleries between 1 and 3 times per year. During visits, 8 were usually aided by 

friends, 3 by family members, and 1 by venue staff. The support involved both access to venues and 

artwork appreciation. All besides % 8 participated to guided tours (often during school trips), but 

only 5 experienced guided tours for people with LV ( % 1 , % 2 , % 5 , % 7 , % 9 ). Only % 7 experienced tactile 

replicas, while all but % 8 and % 10 have experienced audio guides. None had ever used assistive 

tools specifically designed for people with LV to explore artworks. 

4 Experimental Results 

One major result of our study is that all participants were able to explore the four artworks 

independently, without requiring assistance from the supervisor ( Rq1 ). Here we report a detailed 

analysis of app usage data (Section 4.1 ), questionnaire scores (Section 4.2 ), and comments provided 

by the participants (Section 4.3 ). 

4.1 App Usage Measurements 

The app usage data analysis focused on three aspects. First, on the time required by the participants 

to frame different artworks and have them recognized by the system (Section 4.1.1 ). Second, on 

the time dedicated to exploring different artworks (Section 4.1.2 ). Third, on the usage of different 

app functionalities among the artworks. Specifically, we focused on the interactions with the audio 

guide player (Section 4.1.3 ), touch screen exploration of the artwork images (Section 4.1.4 ), visual 

filters (Section 4.1.5 ) and text descriptions (Section 4.1.6 ). 

4.1.1 Framing Time. On average, the participants needed 22 . 73 s ( (� = 19 . 16 s) to locate, frame 

and have the artwork recognized by the system (Figure 3a ). This value varied significantly ( ? = . 019 , 

j 

2 = 9 . 98 , , = . 21 ) among different artworks, with the highest value recorded for Pietà ( " = 37 . 3 s, 

(� = 17 . 14 s). This was expected, as the system uses salient visual features to identify artworks and 

Pietà lacks such features. Pairwise comparisons detected a significant difference ( ? = . 007 ) between 

Pietà and Marriage ( " = 11 . 7 s, (� = 17 . 33 s), but not for Tapestry ( " = 17 . 1 s, (� = 12 . 2 s) and 

Virginal ( " = 24 . 8 s, (� = 20 . 9 s). 

4.1.2 Exploration Time. Exploration time did not significant differ across the artworks (Figure 3b ). 

It took the participants about four and a half minutes ( " = 272 . 53 s, (� = 194 . 8 s) to explore an 

artwork, with Marriage taking most time ( " = 294 . 7 s, (� = 141 . 42 s), followed by Virginal 

( " = 285 . 4 s, (� = 303 . 23 s) and Tapestry ( " = 284 s, (� = 203 . 95 s). Pietà took the least time, 

with 226 s ( (� = 87 . 24 s) on average. 

4.1.3 Player Usage. Usage of the player functionalities did not differ significantly across the 

artworks (Figure 3c ). On average, participants used these functionalities 8 . 575 ( (� = 8 . 76 ) times 

per artwork. For Virginal , they were used on average 11 . 6 ( (� = 12 . 04 ) times; for Tapestry 8 . 5 

( (� = 10 . 3 ) times; for Marriage 7 . 6 ( (� = 6 . 87 ) times; and for Pietà 6 . 6 ( (� = 4 . 33 ) times. The 

most common functionality ( 55 . 7% ) was to go to the next chapter of the description (“Forward”). 

“Play/Pause” was used 26 . 5% of times and “Back” was used 17 . 8% of times. 

4.1.4 Touch Exploration. AR touch screen exploration was performed on average 10 . 27 ( (� = 

16 . 24 ) times per artwork. Differences among the artworks were statistically significant ( ? = . 006 , 

j 

2 = 12 . 53 , , = . 35 ). Pairwise comparisons reveal that touch exploration was used more often for 

Tapestry ( " = 27 . 7 , (� = 24 . 5 ) than for Marriage ( " = 5 . 7 , (� = 5 . 81 , ? = . 001 ), Pietà ( " = 4 . 4 , 
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Fig. 3. App usage results ( • Mean, — Median, ∗ Significant difference) 

(� = 6 . 06 , ? = . 007 ), or Virginal ( " = 3 . 3 , (� = 4 . 37 , ? = . 002 ), as shown in Figure 3d . A reason 

could be that Tapestry , being a large artwork with many small features, required moving around 

in search for details more than the other (smaller) artworks. 

4.1.5 Visual Filters Usage. All participants tried visual filters at least a few times, but usage was 

generally short. Two ( % 1 , % 8 ) used filters for less than a minute, on two artworks each. Four ( % 3 , % 4 , 

% 6 , % 7 ) used them on three artworks each, for 5 to 9 minutes. Four ( % 2 , % 5 , % 9 , % 10 ) tried them on all 

the artworks for about 6 to 12 minutes. For Pietà , multiple participants with a higher residual vision 

tried 2 ( % 3 ) or 3 ( % 4 , % 5 ) different filter configurations, possibly because this artwork’s features are 

harder to sense by sight compared to the others. 

4.1.6 Text Descriptions Usage. Text descriptions were tried by all the participants but not con- 

sistently used. Indeed, two participants ( % 5 , % 9 ) tried them on one artwork only, three ( % 1 , % 2 , 

% 7 ) activated it for two different artworks, and five ( % 3 , % 4 , % 6 , % 8 , % 10 ) on three artworks each. 

However, most participants accessed only a single chapter for the artworks on which they used this 

functionality. Only % 2 , % 4 , and % 7 accessed multiple chapters for Sposalizio , Pietà and Virginale , 

respectively. 

4.2 Subjective Feedback 

We investigated artwork framing (Section 4.2.1 ), audio descriptions (Section 4.2.2 ), overlay images 

(Section 4.2.3 ), and artworks touch exploration (Section 4.2.4 ). Finally, in Section 4.2.5 we assess 

system usefulness and usability. 

4.2.1 Artwork Framing. Considering the ease of initially framing an artwork to have it described 

(Figure 4a ), significant differences ( ? < . 001 , j 

2 = 20 . 24 , , = . 34 ) were found. Pairwise comparisons 

revealed that Pietà ( " = 3 . 5 , (� = 0 . 85 ) 

5 was perceived to be harder to frame than all the other 

artworks ( ? < . 001 for all). These results were expected due to the visual characteristics of the

5 We report means as they better indicate multipoint-item central tendency than medians [ 55 ] 
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artwork. Virginal was also harder to frame than Marriage ( ? = 0 . 07 ), possibly due to light 

reflections on its surface. Significant differences ( ? < . 001 , j 

2 = 26 . 52 , , = . 35 ) were also found 

regarding the ease of finding suitable positions from which to frame different parts of the artworks 

while they are being described (Figure 4b ). All participants found this activity very or moderately 

easy for Marriage ( " = 5 , (� = 0 ), Tapestry ( " = 4 . 9 , (� = 0 . 32 ), and Virginal ( " = 4 . 5 , 

(� = 0 . 53 ) , but significantly more difficult for Pietà ( " = 3 . 1 , (� = 0 . 57 , ? < . 001 for all). A 

reason may be that the statue can be viewed from all sides unlike the other artworks. Despite the 

positive scores, Virginal was also more difficult than Mariage ( ? < . 001 ) and Tapestry ( ? = . 003 ), 

possibly due to reflections on its surface, as noted above.

*
*

*

Virginal

Tapestry

Pietà

Marriage

*

(a) How easy to frame was the artwork?

*
*

*

Virginal

Tapestry

Pietà

Marriage

*

*

(b) How easy was moving to frame different artwork 

parts?
Virginal

Tapestry

Pietà

Marriage

(c) How easy to use is the description player?

*
*

*

Virginal

Tapestry

Pietà

Marriage

(d) How tiresome is to listen the description?
Virginal

Tapestry

Pietà

Marriage

(e) How useful are the overlay images?

*

Virginal

Tapestry

Pietà

Marriage

(f) How clear are the overlay images?

*
*

*

Virginal

Tapestry

Pietà

Marriage

(g) How useful is touchscreen artwork access?

*

Virginal

Tapestry

Pietà

Marriage

*

(h) How clear is touchscreen artwork access? 

Fig. 4. Per-artwork questionnaire results ( ∗ Significant difference, Scale: 1 2 3 4 5 ) 

4.2.2 Audio Descriptions. The audio description player was found very or moderately easy to 

use by all participants (Figure 4c ), without significant differences across the artworks. Indeed, the 

average scores were very similar: 4 . 8 ( (� = 0 . 42 ) for Virginal and Marriage , 4 . 7 ( (� = 0 . 48 ) for 

Tapestry and Pietà . Instead, significant differences ( ? = . 002 , j 

2 = 14 . 36 , , = . 25 ) were found 

considering the perceived fatigue while listening to artwork descriptions (Figure 4d ). Pairwise 

comparisons found Marriage ( " = 3 . 3 , (� = 1 . 49 ) to be more tiresome to listen to than Virginal 

( " = 1 . 3 , (� = 0 . 48 , ? = . 011 ), Tapestry ( " = 1 . 4 , (� = 0 . 7 , ? = . 011 ), and Pietà ( " = 1 . 4 , 

(� = 0 . 5 , ? = . 021 ). As we discuss in Section 5.1 , this may be due to the fact that this artwork was 

the only one with voice-recorded descriptions and not synthesized speech. 

4.2.3 Overlay Images. AR overlays were found to be either very or moderately useful (Figure 4e ) 

by all the participants, with no significant differences across the artworks. On average, for Virginal 

and Tapestry , the score was 4 . 8 ( (� = 0 . 42 ), and for Marriage and Pietà it was 4 . 7 ( (� = 0 . 48 ). 

The perceived clarity of the AR overlays was high for all the artworks (Figure 4f ). It was 4 . 9 

( (� = 0 . 32 ) on average for Marriage , 4 . 6 ( (� = 0 . 52 ) for Tapestry , 4 . 5 ( (� = 0 . 53 ) for Pietà , 
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and 4 . 4 ( (� = 0 . 7 ) for Virginal . However this metric differed significantly across the artworks 

( ? = . 037 , j 

2 = 8 . 45 , , = . 67 ). Specifically, Marriage obtained significantly better scores than 

Virginal ( ? = . 031 ). This may be because, as reported by the participants (Section 4.3.4 ), light 

reflections on the lacquered wood of Virginal impaired the overlay visibility. 

4.2.4 Touch Exploration. This functionality was generally found to be useful (Figure 4g ). Significant 

differences were found among different artwork types ( ? < . 001 , j 

2 = 19 . 01 , , = . 22 ). Scores were 

significantly ( ? < . 001 ) higher for Virginal ( " = 4 . 5 , (� = 0 . 53 ), Tapestry ( " = 4 . 6 , (� = 0 . 52 ), 

and Marriage ( " = 4 . 8 , (� = 0 . 53 ) than for Pietà ( " = 3 . 3 , (� = 0 . 48 ). A reason may be that 

parts of Pietà are visible from specific points of view only. Thus, it is required to walk around the 

artwork to interact with parts that are hidden from a given position. 

Regarding touchscreen exploration clarity, the scores were overall lower (Figure 4h ). This may 

indicate that, for LV people, this interaction is uncommon and therefore less clear. Pietà had an 

average score of 3 . 3 ( (� = 0 . 48 ), Virginal 3 . 6 ( (� = 0 . 52 ), Tapestry 4 ( (� = 0 . 94 ), and Marriage 

4 . 5 ( (� = 0 . 53 ). Significant differences ( ? = . 07 , j 

2 = 12 . 18 , , = . 23 ) were detected, specifically 

between Pietà and Marriage ( ? = . 002 ), and Virginal and Mariage ( ? = . 02 ). An interpretation of 

this may be that for the artworks that have less visually contrasted elements, in particular Pietà , it 

was not clear to the participants which were the explorable artwork parts. 

4.2.5 System Usefulness and Usability. As reported in Figure 5 , Musa was unanimously found to 

be very useful for accessing artworks ( Rq1 ). All participants appreciated the idea of using their 

own smartphone as a museum guide. Using Musa for accessing artwork descriptions at home was 

still perceived as useful, but with less enthusiasm.

How useful did you find Musa for accessing artworks at the museum?

How useful do you think would be using your smartphone as a museum guide?

How useful do you think that Musa would be to access artworks at home?

Fig. 5. Final questionnaire results (Scale: 1 2 3 4 5 ) 

System usability was also rated highly (Figure 6 ), with an average score of 94 . 3 ( (� = 3 . 13 ), 

regarded as ”Best Imaginable” based on prior literature [ 12 ]. All the specific questions achieved 

scores considered “good” in prior benchmarks [ 56 ]. In particular, the participants were eager to 

use the system frequently ( Q1 , " = 4 . 6 , (� = 0 . 52 ) and did not find it unnecessarily complex ( Q2 , 

" = 1 , (� = 0 ). They found the system easy to use ( Q3 , " = 4 . 7 , (� = 0 . 48 ) and did not feel 

they needed technical support to use it ( Q4 , " = 1 , (� = 0 ). The functionalities were perceived 

as well integrated ( Q5 , " = 4 . 9 , (� = 0 . 32 ) and were not found to be inconsistent ( Q6 , " = 1 . 2 , 

(� = 0 . 42 ). Musa was also found to be quick to learn ( Q7 , " = 4 . 4 , (� = 0 . 7 ) and wasn’t perceived 

to be cumbersome to use ( Q8 , " = 1 . 2 , (� = 0 . 42 ). Finally, participants felt confident when using 

the system ( Q9 , " = 4 . 8 , (� = 0 . 42 ) and did not need to learn a lot of things before using it ( Q10 , 

" = 1 . 3 , (� = 0 . 48 ). 

4.3 Comments and Suggestions 

Participants commented on various system functionalities and proposed several suggestions for 

improvement. In particular, they suggested addressing the problem of mobility inside art venues. 

Specifically, % 1 proposed providing navigation assistance in the venue, while % 3 suggested providing 

framing and navigation support for the exploration of 3D artworks in crowded contexts. 

4.3.1 Framing of Large 2D Artworks. % 1 , % 3 , and % 9 commented that Tapestry was easy to frame, 

even from a long distance or from its side. This confirms the results shown in Sections 4.1.1 
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Fig. 6. SUS results ( • Mean, — Median, — Benchmark Average, — Benchmark Good) 

and 4.2.1 . However, with other artworks in the vicinity, this could potentially confuse the user ( % 3 , 

% 9 ). Regarding this, % 3 remarks 

6 : 

“I framed it from the opposite side [of the room]… It was easy to frame, but if another 

painting was close to the tapestry, it would not be clear which artwork I have to observe” 

4.3.2 Framing of 3D Artworks. All participants were able to correctly frame Virginal . However, % 1 , 

% 3 , and % 7 observed that it had to be framed from a specific angle and distance to account for light 

reflections, as noted in Section 4.2.3 . For Pietà , the framing problems highlighted in Sections 4.1.1 

and 4.2.1 were explained by % 3 and % 5 who reported that the statue is not well recognized if framed 

from the right or from behind. Moreover, as % 3 reports, while walking around the artwork, other 

visitors often partially cover the view, blocking the recognition: 

“If someone stands in the way between me and the sculpture, Musa does not recognize 

it. However, if someone only covers the lower part, if I frame from the belt upward, it 

recognizes it correctly” 

4.3.3 Audio Descriptions. While all the participants found it easy to listen to audio descriptions 

and navigate through them, some improvement suggestions were provided. For example, regarding 

Pietà , % 3 observes that quantitative information about the size of the sculpture elements ( e.g. , 

length of legs and arms) would facilitate the understanding of its morphological features. % 2 and % 3 

instead suggested adding other capabilities to the player such as bookmarks and paragraph skipping. 

Participants also observed that, when VoiceOver is switched off, the descriptions’ speech rate is set 

to a default value, which is often slower than their speed setting ( % 3 , % 5 , % 6 , % 7 ). Indeed, participants 

would sometimes switch VoiceOver off ( e.g. , to zoom in/out), and found this change of speech rate 

confusing. Furthermore, not being able to change the speech rate was found to be tiresome ( % 3 , 

% 9 ). This was particularly evident for Marriage , which was voice-recorded (Section 4.2.2 ). On this, 

% 3 remarks: 

“VoiceOver doesn’t read this description so I can’t listen it at a faster speed rate” 

4.3.4 Overlays and Filters. Filters, in particular, “contrast” and “brightness”, were considered useful 

( % 1 , % 2 , % 3 , % 6 , % 7 ). Instead, the effects of the “saturation” filter were not clear to % 4 and % 5 . We 

highlight that, since saturation depends on the presence of color, it was of little use for Pietà and 

also had limited effect on Tapestry and Virginal . Participants expressed high appreciation for the 

overlays as well. However, as previously noted (Section 4.2.3 ), light reflection limited the visibility 

of the overlays for Virginal . Indeed, % 3 observed: 

“The image is very bright when I magnify it. I cannot see well the river mentioned in the 

description”
6 Comments are translated from Italian 
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4.3.5 Touchscreen Interactions. Touchscreen interaction was generally appreciated, but it had some 

issues with large 2D artworks (Section 4.1.4 ) and 3D artworks (Section 4.2.4 ). For Pietà , participants 

found it hard to identify the interactive artwork parts ( % 2 , % 3 , % 4 , % 5 ) which sometimes resulted 

in touching an already selected part, triggering a repeat in the description ( % 2 , % 4 ). Instead, for 

Tapestry , due to the high number of elements, % 1 and % 3 had difficulty finding the right position 

to tap on elements of interest. For example, % 3 noted: 

“When I move away and try to tap the Gemini sign it sometimes describes a different part” 

5 Discussion 

We discuss human (Section 5.1 ) and contextual (Section 5.2 ) factors whose interplay influences 

system usage and appreciation. We also acknowledge the limitations of the study and the adopted 

methodology (Section 5.4 ). 

5.1 Human Factors 

Participants’ ability to access artworks autonomously confirms the potential of AR-based technology, 

thus reinforcing previous findings [ 3 ]. It also resulted in a consistently high appreciation of Musa 

(system usefulness was unanimously praised by the participants), despite some potential issues, in 

particular regarding the time required to frame an artwork. We believe that the excitement toward 

this new enabling technology may have positively influenced their perception of the system, for 

instance by emphasizing its usability. 

One result that could suggest a negative user experience is the framing time. Indeed, participants 

required 22 seconds on average to frame an artwork, with a maximum time of more than a minute. 

However, we note that in most cases, the recognition was almost instantaneous once the artwork 

was correctly framed, but still it required a few seconds for the participant to correctly position 

themselves so that no other visitor was occluding the view. In few occasions only we observed that, 

although the artwork was correctly framed, it was not immediately detected. This happened for 

Pietà and, less frequently, for Virginal , as discussed in Section 5.2.2 . Indeed, we highlight that if 

we exclude Pietà , in 96 . 6% of the cases framing was perceived as easy or moderately easy. 

Participants appreciated the AR interaction provided by Musa and found it to be easy to use. 

However, AR interaction was sometimes unclear for the participants. We believe that LV users 

are not used to such forms of interaction since AR applications are usually designed without 

considering their accessibility needs. Despite this, participants found it easy learning to use the 

system and felt they would not need support in using it. 

While most participants appreciated accessing artwork descriptions through synthesized speech, 

some also used text descriptions. This indicates that they would sometimes like to use their residual 

vision and avoid accessing descriptions through audio. Finally, the results and the participants’ 

comments highlight that voice recording is more tiresome to listen to than synthesized speech. This 

is because, unlike synthesized speech, voice recordings cannot be customized and, in particular, 

cannot be quickened. Thus, we recommend that verbal descriptions of artworks should be provided 

through synthesized speech, affording personalization of speech rate and other preferences. 

5.2 Contextual Factors 

Two contextual factors influenced the user experience most: the environment and the artwork type. 

5.2.1 Environment Properties. Experimenting in a real-world environment unveiled two undetected 

challenges. First, several participants have mentioned that they would need support in detecting 

distant artworks [ 49 ] and reaching them [ 75 ], confirming the need for navigation assistance in 

museum settings [ 10 , 29 , 43 ]. The artworks themselves can be near to one another, making it difficult 
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for a blind and LV user to discriminate between them during AR access. Thus, navigation assistance 

should be accurate enough to support users in locating different artworks without ambiguity. 

Second, the presence of other visitors can also impact the ability to navigate inside art venues and 

access artwork for blind and LV people. Indeed, as our participants reported, crowded areas may 

be difficult to travel and other visitors may occlude artworks, making it more difficult to interact 

with them in AR. Thus, navigation support should also account for the presence of other visitors, 

guiding the user around them [ 47 ] and avoiding occlusion when accessing artworks in AR in the 

vicinity of other people. 

5.2.2 Artwork Type. Specific challenges also emerged in relation to AR interaction with artworks 

of different types and characteristics ( Rq2 ). First, artworks lacking salient visual features, such 

as Pietà , were hard to detect in AR from some directions, which resulted in significantly longer 

framing times. A similar problem emerged for Virginal where light reflections sporadically resulted 

in non-immediate artwork detection. The lack of strong visual features also made it difficult for 

the participants to understand which elements of Pietà can be explored in AR. Indeed, many 

participants have attempted to use filters to improve visual access, confirming the usefulness of this 

feature. As an additional support, AR overlays could also be used to display boundaries between 

artwork parts, hinting what can be touched. 

A second challenge for 3D artworks, such as Pietà , and large 2D artworks, such as Tapestry , 

is that different artwork parts may not all be accessible from a single point of view. Due to this, 

participants needed to move around while interacting with the artwork, which was found to be 

difficult. Thus, supporting users’ movements while interacting with artwork parts should also be 

considered in the design of the navigation system. 

5.3 Technological Challenges 

Three main technological challenges emerged. First, navigation was mentioned by several partici- 

pants, confirming a need already reported in the literature [ 9 , 72 ]. Navigation support should be 

provided to enable independent mobility in art venues, and it should similarly guide the users to fa- 

cilitate artwork framing. Navigation assistance should also provide guidance during the exploration 

of artworks that can be observed from multiple points of view ( e.g. , statues). 

A second technological challenge is to detect other visitors [ 32 , 95 ]. In general, detecting other 

people is a relevant feature that facilitates users’ navigation. However, in this case, it is also needed 

prevent artwork occlusion, by informing the user of occluding visitors and, possibly, to also guide 

the user to avoid these occlusions. 

Finally, the evaluation also highlighted the importance of a reliable solution to detect the art- 

works, in particular when they lack salient visual features. This technological limitation was also 

noted in prior literature [ 48 ]. One solution would be to improve artwork detection robustness 

by complementing visual recognition with the use of 3D mapping of the entire scene, leveraging 

LIDAR sensors available on modern mobile devices. An alternative solution would be to rely of 

fiducial markers. While this solution is technologically simpler, fiducial markers would have an 

aesthetic impact that may be unsuitable for art venue settings [ 60 ]. In particular, curators of the 

museums where we conducted the experiments categorically excluded the possibility to place 

fiducial markers. 

5.4 Limitations 

Conducting the study in a museum setting allowed us to acquire reliable results on the applicability 

of the approach to real-world environments. However, it introduced several limitations in the 

recruitment of the participants that need to be acknowledged. Indeed, we only had access to 
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the available local population and therefore could recruit only 10 participants, all from the same 

geographical region, and a limited age range (21-54). While we note that such challenges are 

common in the accessibility field and that this number of participants is consistent with other 

works [ 79 ], we highlight that additional studies are needed to ensure that the results generalize. 

Another limitation is the potential presence of the effects of order in the experiment. Indeed, 

because two museums were involved in the study and participants had to walk between them, we 

always had one artwork ( Marriage ) accessed last. Although we strongly believe that the increase in 

the fatigue of listening the description for Marriage can be attributed to the use of voice recordings, 

as also highlighted by the participants, we cannot exclude a confounding effect due to the order 

of the experiments. We also highlight that there could be a possible novelty bias in the subjective 

evaluation of the system, as the participants have never used a similar system before. Indeed, all 

the results of the SUS questionnaire were much higher than the benchmark scores. However, we 

also note that these scores are in line with prior results that compared Musa with an audio guide 

baseline. 

6 Conclusions and Future Work 

This paper investigates how people with LV can access different types of artworks through the 

Musa application. All participants were able to autonomously access the content for all artworks 

and found the application useful and usable. However, specific challenges related to different 

artwork types were also identified. In particular, for artwork lacking salient visual features, visual 

recognition during framing remains a challenge. 

These results can provide guidance for future developments in this field. Indeed, while on one 

side this paper shows the advantages an AR-based application like Musa , it also illustrates possible 

limitations. For example, from the user interaction point of view, synthetic speech is preferable 

to recorded voice. As another example, considering contextual factors, it is preferable to avoid 

artworks that lack salient visual features or present glares. 

This paper also identifies possible future improvements to the system, including the integration 

of a navigation support, and enhanced recognition for artworks lacking salient visual features 

through the mapping of the entire scene using a LIDAR sensor. As a future work, we also believe 

that it could be possible to better investigate how LV people interact with an application like 

Musa , possibly using methodologies like interaction analysis. Finally, while Musa was previously 

compared with an audio guide in a simulated scenario [ 3 ], we also want to repeat this experiment in 

a real world scenario to confirm the validity of the approach with respect to a traditional solution. 
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A Implementation of 3D Artwork Recognition in Musa 

The detection capability is implemented using the ARKit object detection API 

7 . It requires that the 

artwork is first scanned to store its 3D structure, which is then used for the detection. The artwork 

scanning uses a publicly available application provided by Apple as part of their 3D object detection 

framework. This app requires manually specifying the object bounding boxes and framing the 

object from multiple positions. The result is a file representing the object 3D structure (point cloud) 

and textures. 

To support the highlighting and touchscreen interaction with artwork parts, it is also necessary to 

define the artwork parts and to map them to the corresponding description chapters. The procedure 

consists of four steps, depicted in Figure 7a , and makes use of a custom app that we developed to 

be used used by museum staff when adding a new 3D artwork to the system. As the first step, the 

custom app is used to detect the artwork using the previously created 3D scan. As the second step, 

the user chooses a description chapter corresponding to an artwork part and selects some points 

on the object that belong to that part by tapping on the screen. At each tap, the app projects the 

2D screen coordinates to the surface of the artwork with the raycast function 

8 . The resulting 3D 

points, which we call virtual points , are stored associated with the corresponding chapter. As the
7 https://developer.apple.com/documentation/arkit/arkit_in_ios/content_anchors/scanning_and_detecting_3d_objects 

8 https://developer.apple.com/documentation/arkit/arraycastquery 
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third step, while a museum visitor uses Musa to interact with the 3D artwork, the virtual points 

are projected onto the 2D screen reference system. The bounding box containing all the points 

of an artwork part is highlighted when the corresponding chapter is read (Figure 7b ). Finally, as 

the fourth step, during interaction, when the user touches the artwork on the touchscreen, the 2D 

screen coordinate is projected on the artwork 3D model (again, using raycast), the closest virtual 

point is computed, and its associated chapter is played.

Step 1: 3D 
detection

Step 2: Virtual 
points creation

Step 3:
Highlighting

3D artwork

smartphone
2D tap

2D to 3D 
projection

2D bounding box

Step 4:
Interaction

2D tap

3D to 2D 
projection

2D to 3D 
projection

retrieve closest
virtual point

frame object

(a) Highlighting and touchscreen interaction (b) Result 

Fig. 7. Musa with 3D artworks 
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